The effects of poor quality sleep on brain function and risk taking in adolescence
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ABSTRACT

Insufficient sleep and poor quality sleep are pervasive during adolescence and relate to impairments in cognitive control and increased risk taking. However, the neurobiology underlying the association between sleep and adolescent behavior remains elusive. In the current study, we examine how poor sleep quality relates to cognitive control and reward related brain function during risk taking. Forty-six adolescents participated in a functional magnetic imaging (fMRI) scan during which they completed a cognitive control and risk taking task. Behaviorally, adolescents who reported poorer sleep also exhibited greater risk-taking. This association was paralleled by less recruitment of the dorsolateral prefrontal cortex (DLPFC) during cognitive control, greater insula activation during reward processing, and reduced functional coupling between the DLPFC and affective regions including the insula and ventral striatum during reward processing. Collectively, these results suggest that poor sleep may exaggerate the normative imbalance between affectsive and cognitive control systems, leading to greater risk-taking in adolescents.

© 2013 Elsevier Inc. All rights reserved.

Introduction

Adolescence is a time of biological and social changes that greatly impact sleep and risk taking. Although good sleep is important at all stages of development, sleep may have particularly consequential effects on cognitive and affective functioning during adolescence, a developmental phase when insufficient and poor quality sleep is prevalent (Colin and Baker, 2011; Dahl and Lewin, 2002). Poor sleep quality is related to a host of cognitive and emotional deficits, including a bias towards high risk behaviors, diminished attentional and behavioral control, and poor emotion regulation (Dahl, 1996; Harrison and Horne, 2000), making poor sleep a significant public health and developmental concern that may impact high risk behaviors during adolescence. Although neuroimaging research in adults has shown that sleep deprivation impacts brain function related to reward processing, risk-taking, and cognition (Chee et al., 2011; Gujar et al., 2011; Libedinsky et al., 2011; Venkatraman et al., 2011), only a few developmental studies have examined how sleep influences reward-related brain function in adolescents (Hasler et al., 2012; Holm et al., 2009) and none have examined how sleep impacts risk taking behavior, cognitive control, and related neural circuitry.

Given the dramatic increase in risk taking behavior, coupled with the rise in sleep deprivation, it is important to understand the underlying neural mechanisms by which sleep increases risk taking in adolescence.

Sleep deprivation during adolescence occurs in tandem with normative developmental increases in risk-taking and poor decision making. For example, sleep-deprived adolescents and adolescents who report high levels of sleepiness show detriments in higher-level executive functioning, decreased cognitive modulation of drives, impulses, and emotions, and less effortful control of attention (Anderson et al., 2008; Beebe et al., 2008; Dahl, 1996). In terms of risky behavior, variability in weekend–weekday sleep time and insufficient sleep (i.e., <8 h on school nights) are associated with tobacco, alcohol, and drug use, unsafe sex, poorer safety behaviors, and aggressive behaviors (McKnight-Eily et al., 2011; O’Brien and Mindell, 2005). Although the link between inadequate sleep, cognitive control, and risk taking in adolescents has been established, there is limited research indicating the neural mechanisms that may explain why sleep increases adolescent risk taking.

Dual system theories of adolescent neurodevelopment posit that risk taking increases during adolescence due to a competition between two neural systems — the affective system, which is involved in reward sensitivity, and the cognitive control system, which is involved in cognitive regulation (Somerville et al., 2010; Steinberg, 2010). Whereas reward sensitivity shows curvilinear developmental patterns, peaking in mid adolescence, impulse control gradually increases throughout adolescence, showing linear improvements into adulthood (Bunge et al., 2002; Galván et al., 2006; Geier et al., 2010). The heightened reward seeking and immature impulse control, coupled with poor sleep, may hinder appropriate evaluation of risk and bias youth towards risky decisions. Indeed, functional connectivity analyses in adults reveal that poor sleep not only impairs brain function in affective and cognitive control regions but also disrupts cross-talk between these neural networks (Gujar et al., 2011; Venkatraman et al., 2011; Yoo et al., 2007). This adult work linking sleep problems to impairments in affective and regulatory brain function
highlights the importance of focusing on these neural networks, which are still maturing during adolescence. Inadequate sleep may amplify the neural imbalance present during adolescence by diminishing adolescents’ ability to control their impulses while increasing their reactivity to rewarding stimuli. This exacerbated neural imbalance may push adolescents towards riskier decisions and hinder their ability to regulate their behaviors.

In the current study, we sought to examine the links between normative levels of sleep and brain function during risk taking in adolescence. We had three primary research questions. First, we examined whether poorer sleep quality was associated with cognitive control and risk taking. We predicted that poorer sleep quality would be associated with impairments in impulse control and greater risk taking behavior. Second, we examined whether poor sleep quality was associated with dampened activation in the lateral PFC during cognitive control and heightened activation in affective regions during risk taking, consistent with adult work showing that sleep deprivation is associated with amplified insula and ventral striatum reactivity in response to positive and rewarding stimuli (Gujar et al., 2011) and dampened PFC activation during cognitive control (Chua, Venkatraman, Dinges, & Chee, 2006; Drummond et al., 1999). Second, we examined whether poorer sleep quality disrupts functional coupling between affective regions (e.g., insula and ventral striatum) and cognitive regulation (e.g., lateral prefrontal cortex) during risk taking. If poor sleep exacerbates the cortical–subcortical imbalance, poor sleep should be directly associated with a failure of prefrontal, top-down regulation during affective arousal.

Methods

Participants

Participants included forty-six adolescents from a larger sample of adolescents who participated in an fMRI scan during which they completed a risk taking task and a cognitive control task. The main effects for these tasks from the larger sample have been published previously (Telzer et al., 2013). Participants ranged in age from 14 to 16 years (Mage = 15.23; 19 males, 27 females). Participants completed written consent and assent in accordance with UCLA’s Institutional Review Board. Participants were not currently taking any medications and did not report being diagnosed with any mood or sleep disorder.

Questionnaire measures

Sleep quality

Subjective sleep quality was measured using the Pittsburgh Sleep Quality Index (PSQI; Buysse et al., 1989). Adolescents answered 19 questions describing their subjective sleep quality and sleep disturbances over the past 30 days. The 19 questions generated 7 clinically derived component scores: daytime dysfunction, sleep duration, sleep disturbances, sleep latency, sleep efficiency, use of sleep medications, and sleep quality. The 7 component scores were summed to obtain a global score ranging from 0 to 21, with higher scores indicating poorer sleep quality and scores less than 6 indicating good sleep quality as recommended by the scale developers (Buysse et al., 1989). Average sleep quality in the current study was 5.3, with substantial variation, ranging from 2 to 16.

Risk taking perceptions

A modified version of the Cognitive Appraisal of Risk Activities (CARE; Fromme et al., 1997) was used to assess evaluation of risks and perception of consequences. Participants provided ratings to 34 questions measuring diverse aspects of risk taking, including risky sexual behavior, heavy drinking, illicit drug use, aggressive and illegal behaviors, irresponsible academic/work behaviors, and high risk sports. Adolescents provide three ratings for each question on a scale from 1 to 7 (1 = not likely at all to 7 = extremely likely): (1) the likelihood of engaging in this activity in the next 6 months; (2) the likelihood of a negative consequence; and (3) the likelihood of a positive consequence. The mean likelihood for each subscale was calculated, resulting in 3 measures, Risk Taking Likelihood, which measures the extent to which adolescents perceive they will engage in risk taking in the next 6 months, Risk Taking Positive Consequences, which measures the extent to which adolescents perceive risk taking will result in positive consequences, and Risk Taking Negative Consequences, which measures the extent to which adolescents perceive risk taking will result in negative consequences. These measures have been related to brain function during reward processing in adolescents (Galvan et al., 2007).

Decision making

The Flinders Adolescent Decision Making Questionnaire (Mann et al., 1989) was used to examine adolescents’ decision-making strategies. Adolescents responded to 30 questions using a four-point scale (1 = “not at all true of me” to 4 = “almost always true of me”). There are 5 subscales that measure competent and maladaptive decision-making styles: (1) the decision making self-esteem subscale measures adolescents’ confidence in making decisions (e.g., “The decisions I make turn out well”); (2) the vigilance subscale assesses the reported use of considering goals, generating options, gathering facts, and implementing the decision (e.g., “I try to be clear about my objectives before choosing”); (3) the panic subscale measures self-reported tendency towards hasty and impulsive choices (e.g., “When I get upset by having to make a decision, I choose on the spur of the moment”), (4) the avoidance subscale measures tendencies towards decision avoidance, including leaving decisions to others, procrastinating, shifting responsibilities, or rationalizing (e.g., “I prefer to leave decisions to others”; and) (5) the complacency subscale measures tendencies to apathy, noninvolvement, and unconflicting change or unconflicting adherence when confronted with a decision (e.g., “I tend to drift into decisions without thinking about them”). High scores on the self-esteem and vigilance subscales represent competent decision making, whereas high scores on the panic, avoidance, and complacency subscale represent maladaptive and poor decision making.

fMRI paradigms

Cognitive control task

Participants completed a standard Go–No-Go (GNG) task to target cognitive control related brain function. Participants were presented with a series of rapid trials, each displaying a single letter, and were instructed to respond with a button press as quickly as possible to all letters except for X (see Fig. 1). The X occurred on 25% of trials. Thus, participants developed a pre-potent response to press (go) upon stimulus onset, and must inhibit the go response on X trials (no-go). Response inhibition was operationalized as successful no-go trials (overriding the pre-potent “go” response) compared to go trials. Participants completed 5 blocks during one functional run. Each block contained 10 no-go trials and 30 go trials. Each trial was presented for 1000 ms with a fixation between each trial that was jittered according to a random gamma distribution (M = 750 ms). Each block (40 trials total) lasted 70 s, and each block was separated by a twelve-second rest period.

Risk taking task

To examine neural sensitivity to risk, participants completed the Balloon Analogue Risk Task (BART; Lejuez et al., 2002). Prior research has used the BART in adults to examine risk taking and sleep and has found an association between sleep deprivation and risk taking on the task (Killgore et al., 2011). Moreover, behavioral performance on the BART correlates with real-life risk behaviors such as adolescent smoking, sexual promiscuity, addiction, and drug use (Bornovalova
et al., 2009; Lejuez et al., 2003) suggesting that this task provides a scanner-compatible proxy for measuring real-world risky behaviors.

On each trial of the task, participants were presented with either a computerized red-colored balloon or a white-colored balloon. The red balloons represented "risk-taking" trials. When presented with a red balloon, participants had to choose between pumping up the balloon or not pumping up the balloon. With each pump, there was the possibility that the balloon would either grow larger or explode. The larger the balloon was inflated, the greater the monetary reward but the higher the probability of explosion. Participants were instructed to press one of two buttons to either pump the balloon or to cash-out. Each trial began with the presentation of a balloon and ended when the balloon either exploded or the participant chose to cash out (see Fig. 2). The task was self-paced, so the balloon stayed on the screen until the participant made a decision. For each pump on which the balloon was successfully pumped, the participant received a payment (25 cents) and could stop pumping the balloon at any point to keep the accumulated payoff. If the balloon exploded before cashing out, the participant received no payoff for that trial. The number of pumps before explosion was varied probabilistically according to a Poisson distribution. This pattern models the unpredictable rewards and punishments that characterize real-world risky behaviors. As pumping progresses during a trial, explosion probability increases exponentially. The explosion point of each balloon was drawn from a uniform distribution from 1 to 12 pumps. In addition to the red balloons, 25% of the balloons were white and were not associated with a reward or possible explosion. White balloons provided a control for the visual and motor aspects of pumping. Participants were instructed to pump the white balloons until they disappeared. White balloons did not explode but inflated according to the same distribution as the red balloons. The task was self-paced, such that participants could make decisions to pump or cash out at their own pace. After each pump, the balloon image disappeared (1–3 s, variable duration) until the outcome was displayed: a larger balloon or an exploded one. At the end of each trial, the screen was blank for a varying duration (1–12 s, average 4 s). The task was performed during a 9 minute run. Participants received their total earnings at the end of the task.

![Fig. 1. The Go-No-go Task. Participants are shown a letter, presented rapidly with a jittered fixation between each letter trial. Participants push a button as quickly as possible to all letters (Go) except for X (No-go), during which they must withhold the button response.](image1)

![Fig. 2. The Balloon Analogue Risk Task. Examples of the three trial types: a) risk-taking trial with an explosion outcome, b) risk-taking trial with a cash-out outcome, and c) control trial in which no money was earned or lost. The trial types used in analyses are depicted in red writing. Note. Pumps on explosion trials and cash-out trials were modeled separately.](image2)
fMRI data acquisition and analysis

fMRI data acquisition

Imaging data were collected using a 3 T Siemens Trio MRI scanner. The tasks were presented on a computer screen through scanner-compatible goggles. The BART consisted of 270 functional T2*-weighted echoplanar images (EPI) and the GNG task consisted of 200 images [slice thickness, 4 mm; 34 slices; TR = 2 s; TE = 30 ms; flip angle = 90°; matrix = 64 × 64; FOV = 200 mm; voxel size 3 × 3 × 4 mm3]. A T2*weighted, matched-bandwidth (MBW), high-resolution, anatomical scan and magnetization-prepared rapid-acquisition gradient echo (MPRAGE) scan were acquired for registration purposes (TR: 2.3; TE: 2.1; FOV: 256; matrix: 192 × 192; sagittal plane; slice thickness: 1 mm; 160 slices). The orientation for the MBW and EPI scans was oblique axial to maximize brain coverage.

fMRI data preprocessing and analysis

Analyses were performed using FSL 4.1.6 (www.fmrib.ox.ac.uk/fsl). All images were skull-stripped using FSL BET. The images were realigned to compensate for small head movements (Jenkinson et al., 2002). No participants exceeded >2 mm in movement. Data were smoothed using a 5-mm FWHM Gaussian kernel to increase the signal-to-noise ratio, and filtered in the temporal domain using a non-linear high-pass filter (100-s cutoff). EPI images were registered to the MBW, then to the MPRAGE, and finally into standard MNI space (MNI152, T1 2 mm) using linear registration with FSL FLIRT.

For the GNG task, one general linear model (GLM) was defined, which included multiple regressors for each event type: (1) successful go trials (i.e., pushing button on go trials), (2) successful no-go trials (i.e., withholding button press on no-go trials), (3) and false alarms (i.e., pushing button on no-go trials). Events were modeled with a 1 s duration. The rest periods and jittered inter-trial intervals were not explicitly modeled and therefore served as an implicit baseline. Individual-level models were defined, with the contrast of interest being No-go > Go trials.

For the BART, one GLM was defined, which included multiple regressors for each event type: (1) pumps, (2) cash-outs, (3) explosions, and (4) control pumps (i.e., pumps to white balloons). For the pumps, we analyzed the adjusted pumps, which represent the number of pumps on balloons that did not explode. This is preferable to examining pumps on balloons that did explode, because the number of pumps is necessarily constrained on balloons that explode (Lejeune et al., 2002). Pumps, cash outs, explosions, and control pumps were modeled with a parametric regressor that tested for the linear relationship between brain activation and the magnitude of pumps, reward, or loss. We used pump number as a parametric modulator, with each pump in a trial assigned a weight that increased linearly across pumps within a trial. On cash-out trials and explosions, this number represented how many pumps occurred before the cash-out or explosion. The number of pumps was demeaned by subtracting the mean number of pumps from each pump number within the trial. Because the task was self-paced, the duration of each trial represented the RT for that trial. Null events, consisting of the jittered inter-trial intervals, were not explicitly modeled and therefore constituted an implicit baseline. Individual-level models were defined, with the following contrasts: pumps > control pumps, cash-outs > baseline, and explosions > baseline. For both tasks, temporal derivatives and motion parameters were included as covariates of no interest for all regressors.

The FSL FEAT package was used for statistical analysis. Regressors of interest were created using a stick function of the event duration at the onset time of each trial with a canonical (double-gamma) HRF. A group-level analysis was performed using the FMIRIB Local Analysis of Mixed Effects module in FSL (Beckmann et al., 2003). Sleep quality was demeaned and entered as a regressor in whole brain regression analyses to examine activation during the BART and GNG tasks.

We conducted psychophysiological interaction (PPI) analyses (Friston et al., 1997) to examine whether functional coupling between affective regions and cognitive control regions was disrupted in adolescents with poorer quality sleep. We focused the PPI analyses on the BART task, given that both affective and cognitive control regions are involved during the task (Schonberg et al., 2012), whereas the GNG task targets primarily cognitive control-related brain function. The seed region for the PPI analysis was defined as the area in the DLPCF that correlated with sleep quality during the GNG task. The seed region was first transformed into the functional space of each participant using FLIRT in FSL, and the deconvolved time-series was extracted for each ROI. The first-level design matrix of each participant consisted of three regressors: 1) the time course of the seed region, 2) the psychological variable, and 3) their product. The physiological regressor comprised the time-series for the ventral striatum or insula. The psychological (task condition) variable modeled the parametric regressor to pumps and cash-outs, convolved with a double-gamma hemodynamic response function (HRF). A third regressor modeled the interaction of the psychological regressor and the physiological regressor, with the psychological regressor zero-centered about the minimum and maximum values and the physiological regressor demeaned. This interaction term identified regions that covaried in a task-dependent manner with the seed region. The remaining task conditions were also included as regressors of no interest, convolved with a double-gamma HRF. Significant, group-level clusters were obtained using the same approach as the whole-brain analyses indicated above, whereby sleep quality was demeaned and entered as a regressor in whole-brain regression analyses.

Thresholded Z statistic images were prepared to show clusters determined by a corrected, cluster-forming threshold of Z > 2.3 and an extent threshold of p < .05 familywise error corrected using the theory of Gaussian random fields (Poline et al., 1997). Outliers were de-weighted in the multi-subject statistics using mixture modeling (Woolrich, 2008). For visualization, statistical maps of all analyses were projected onto a study-specific average brain of the participants. For descriptive purposes only, the percent signal change from significant clusters was extracted and displayed in scatterplots.

Results

Behavioral results

Behavioral performance on the Go–No-go

On average, participants made false alarms on 19.58% (SD = 14.64, range = 2–66%) of the no-go trials, and correctly responded to 98.8% of go trials (SD = .03, range = 86%–100%). Participants’ mean reaction time was significantly faster to false alarms (M = 355 ms, SD = 70 ms) than to correct go trials (M = 427 ms, SD = 48 ms), t(45) = 7.67, p < .001.

Behavioral performance on the BART

Participants pumped each balloon 3.82 (SD = 1.07) pumps on average. Participants exploded 33.58% (SD = 9.8) and successfully cashed out on 64.53% (SD = 10.52) of balloons. Participants took significantly longer to cash out (M = 90 ms, SD = 32 ms) than to inflate balloons (M = 74 ms, SD = 26 ms, t(45) = 3.98, p < .001), and earned a total of $15.82 (SD = 4.01) on average (range = $8.25–$26.75).

Sleep and decision making

Regression analyses were conducted to examine whether adolescents’ sleep quality related to their self-reported decision making skills, controlling for gender and age. Adolescents who reported poorer sleep quality reported more decision making complacency (β = .54, p < .001) and lower decision making self-esteem (β = –.30, p < .05). Next we examined how sleep quality was related to behavioral performance on the GNG task. We examined associations with false alarm percentage, mean response times to go trials, and mean response times to false
alarms. Poorer sleep quality was marginally associated with slower reaction time on go trials ($\beta = .26, p = .09$).

**Sleep and risk taking**

To examine how adolescents’ overall sleep quality related to their self-reported evaluation of risk taking, we ran regression analyses, controlling for gender and age for each subscale of the CARE. Adolescents who reported greater sleep problems reported a greater likelihood of engaging in risk taking behaviors ($\beta = .40, p < .01$) and a greater perception of positive consequences for engaging in risk taking behaviors ($\beta = .44, p < .005$). Next, we examined how sleep quality was associated with total adjusted pumps, percent explosions, and percent cashed out on the BART. Adolescents who reported poorer sleep quality had greater mean adjusted pumps ($\beta = .40, p < .01$). In other words, poorer sleep was associated with inflating the balloons more, which is an index of riskier behavior and an orientation towards greater rewards.

**fMRI results**

**Main effects on the GNG**

In whole brain analyses, we examined neural activation to successful response inhibitions compared to go trials (No-go > Go). Similar to findings from a larger sample from this study (Telzer et al., 2013), successful response inhibitions were associated with activation in brain regions involved in cognitive control, including the bilateral DLPFC, and the dorsal anterior cingulate cortex dACC, as well as the bilateral anterior insula, inferior parietal lobule, visual cortex, precuneus, and cerebellum (Table 1; Supplementary Fig. 1).

**Main effects on the BART**

In whole brain analyses, we examined neural activation to pumps, cash outs, and explosions. Similar to findings previously reported from a larger sample from this study (Telzer et al., 2013), the contrast used to examine activation associated with increasing pumps (pumps > control pumps) revealed activation in the bilateral ventral striatum, bilateral caudate nucleus, ventral midbrain, bilateral anterior insula, bilateral DLPFC, dACC, bilateral temporal parietal junction (TPJ), and the cerebellum (Table 1; Supplementary Fig. 2). No brain regions were significantly activated to cash outs > baseline or explosions > baseline.

**Correlations between sleep and cognitive control**

Next, we examined how sleep related to neural activation during response inhibition. In whole brain regression analyses, poorer sleep quality was correlated with decreased activation in the right dorsolateral prefrontal cortex (DLPFC) during No-go > Go trials (see Fig. 3). We examined how this decreased DLPFC activation during behavioral inhibitions relates to adolescents’ behavioral performance and self-report behaviors. We extracted the percent BOLD signal change in the DLPFC to No-go > Go trials from the cluster that correlated with sleep and regressed it onto each behavioral measure separately in SPSS. Results indicate that increased BOLD response in the left insula during cash outs was significantly associated with greater pumps on the BART ($\beta = .41, p < .005$), greater risk taking likelihood ($\beta = .37, p < .05$), greater positive consequences for risk taking ($\beta = .32, p < .05$), more decision making complacency ($\beta = .55, p < .001$), and more decision making panic ($\beta = .29, p < .05$). Finally, percent BOLD response in the insula and the DLPFC was negatively correlated, such that reduced DLPFC activation during response inhibition was related to enhanced activation in the insula during cash outs ($\beta = -.46, p < .001$), suggesting a possible cortical–subcortical dysregulation.

**Mediating sleep quality and insula activation with DLPFC activation**

Our next set of analyses examined whether adolescents with poorer sleep quality show heightened insula activation during the BART due to reduced DLPFC activation during cognitive control. In other words, does impaired cognitive control account for the association between poor sleep and heightened neural arousal to rewards? Mediation analyses were conducted in SPSS by regressing sleep quality on percent BOLD signal change in the insula to cash outs, and entering percent BOLD signal change in the DLPFC during No-go > Go trials as the mediator. As shown in Table 2, the original effect (i.e., total effect) of poor sleep quality on insula activation is reduced and becomes non-significant when DLPFC activation is entered into the model (i.e., direct effect). To test for the significance of the indirect effect, we used a Sobel test. Reduced DLPFC activation accounted for 53.86% of the original effect of poor sleep quality on pumps > control pumps or explosions > baseline. Next, we examined how activation in the insula to cash outs relates to adolescents’ behavioral performance and self-report behaviors. We extracted the percent BOLD signal change in the insula to cash outs from the cluster that correlated with sleep and regressed it onto each behavioral measure separately in SPSS. Results indicate that increased BOLD response in the left insula during cash outs was significantly associated with greater pumps on the BART ($\beta = .41, p < .005$), greater risk taking likelihood ($\beta = .37, p < .05$), greater positive consequences for risk taking ($\beta = .32, p < .05$), more decision making complacency ($\beta = .55, p < .001$), and more decision making panic ($\beta = .29, p < .05$). Finally, percent BOLD response in the insula and the DLPFC was negatively correlated, such that reduced DLPFC activation during response inhibition was related to enhanced activation in the insula during cash outs ($\beta = -.46, p < .001$), suggesting a possible cortical–subcortical dysregulation.

### Table 1

<table>
<thead>
<tr>
<th>Contrast</th>
<th>Anatomical region</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Max</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Response inhibition, No-go &gt; Go</td>
<td>R anterior insula</td>
<td>28</td>
<td>20</td>
<td>−10</td>
<td>5.91</td>
<td>11,142&lt;sup&gt;ab&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>R DLPFC</td>
<td>36</td>
<td>48</td>
<td>22</td>
<td>3.89</td>
<td>.005&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>dACC</td>
<td>6</td>
<td>30</td>
<td>28</td>
<td>4.37</td>
<td>.005&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>R inferior parietal cortex</td>
<td>58</td>
<td>−44</td>
<td>34</td>
<td>6.60</td>
<td>7544&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>L inferior parietal cortex</td>
<td>−60</td>
<td>−38</td>
<td>28</td>
<td>6.18</td>
<td>3384&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>L anterior insula</td>
<td>−34</td>
<td>18</td>
<td>6</td>
<td>5.17</td>
<td>1265&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>R DLPFC</td>
<td>−32</td>
<td>52</td>
<td>16</td>
<td>4.02</td>
<td>944&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>R visual cortex</td>
<td>28</td>
<td>−94</td>
<td>−6</td>
<td>6.31</td>
<td>793&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>R precuneus</td>
<td>10</td>
<td>−68</td>
<td>40</td>
<td>4.67</td>
<td>623&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>L visual cortex</td>
<td>−30</td>
<td>−96</td>
<td>−6</td>
<td>5.23</td>
<td>609&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>L cerebellum</td>
<td>−34</td>
<td>−60</td>
<td>−28</td>
<td>3.84</td>
<td>536&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>(b) Risk taking, pumps &gt; control pumps</td>
<td>R anterior insula</td>
<td>38</td>
<td>18</td>
<td>2</td>
<td>7.64</td>
<td>36,995&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>R anterior insula</td>
<td>−36</td>
<td>18</td>
<td>6</td>
<td>6.20</td>
<td>.005&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>dACC</td>
<td>−2</td>
<td>20</td>
<td>38</td>
<td>7.41</td>
<td>.005&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>R VS</td>
<td>19</td>
<td>8</td>
<td>−6</td>
<td>4.50</td>
<td>.005&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>L VS</td>
<td>−14</td>
<td>6</td>
<td>−4</td>
<td>4.07</td>
<td>.005&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>R DS</td>
<td>16</td>
<td>4</td>
<td>14</td>
<td>4.06</td>
<td>.005&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>L DS</td>
<td>−18</td>
<td>6</td>
<td>12</td>
<td>4.02</td>
<td>.005&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>R DLPFC</td>
<td>30</td>
<td>52</td>
<td>28</td>
<td>5.29</td>
<td>.005&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>L DLPFC</td>
<td>−30</td>
<td>48</td>
<td>20</td>
<td>4.81</td>
<td>.005&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>R cerebellum</td>
<td>26</td>
<td>−50</td>
<td>−20</td>
<td>5.52</td>
<td>.005&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>L cerebellum</td>
<td>−36</td>
<td>−56</td>
<td>−34</td>
<td>5.69</td>
<td>.005&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Ventral midbrain</td>
<td>−2</td>
<td>−18</td>
<td>−16</td>
<td>5.48</td>
<td>.005&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>R inferior parietal cortex</td>
<td>42</td>
<td>−48</td>
<td>40</td>
<td>4.81</td>
<td>2195&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

Note. L and R refer to left and right hemispheres; x y z refer to MNI coordinates; Max Z refers to the z-score at those coordinates (local maxima); k refers to the number of voxels in each significant cluster. Anatomical regions that share functional clusters are denoted with the same superscript letter. All regions are listed at cluster-forming threshold of Z > 2.3 and an extent threshold of p < .05 corrected using the theory of Gaussian random fields. The following abbreviations were used for the specific brain regions: dACC = dorsal anterior cingulate cortex; VS = ventral striatum; DS = dorsal striatum; DLPFC = dorsolateral prefrontal cortex.

---

insula activation. We conducted post hoc tests of the significance of the mediation analyses using MacKinnon et al.'s (2007) PRODCLIN program, which computes asymmetric confidence limits based on the distribution of products. As shown in Table 2, the confidence interval of the indirect effect does not include zero, consistent with a statistically significant mediation.

Psychophysiological interaction analyses

Our final set of analyses examined whether poor sleep quality was associated with altered functional coupling between affective regions and the lateral PFC. Given that sleep may alter DLPFC activation during cognitive control (as reported in the "Correlations between sleep and cognitive control" section above), we sought to examine how this specific cluster of activation may relate to affective processing during risk taking. Thus, we defined the seed region for the PPI analyses based on the analysis in the "Correlations between sleep and cognitive control" section, therefore representing an independent seed for the risk taking task. The seed was defined as a 6 mm sphere around the peak voxel of activation (xyz = 30 34 38; see Fig. 5a).

We ran psychophysiological interaction analyses regressing sleep quality on neural activation during the BART. As shown in Figs. 5b–c, during cash-outs, poor sleep quality was related to reduced functional coupling between the DLPFC and the right insula (xyz = 36 20 0, Z = 3.78, p < .05) and the ventral striatum (xyz = 14 18 −2, Z = 4.21, p < .05). The DLPFC was also associated with reduced functional coupling with the anterior cingulate cortex (xyz = 0 12 40, Z = 2.89, p < .05). Sleep quality was not associated with enhanced functional coupling between the DLPFC and other neural regions during cash-outs.

Next, we examined how the extent of functional coupling relates to adolescents’ behavioral performance and self-reports. Reduced functional coupling between the insula and DLPFC was associated with greater pumps on the BART (β = −.49, p < .001), more decision making complacency (β = −.34, p < .05), less decision making self esteem (β = .43, p < .005), and less decision making vigilance (β = .41, p = .005). Reduced functional coupling between the VS and DLPFC was associated with
greater pumps on the BART ($\beta = -0.36, p < .05$), greater reported likelihood of engaging in risk taking ($\beta = -0.37, p < .05$), and more decision making complacency ($\beta = -0.29, p = .05$).

**Discussion**

Insufficient sleep and poor quality sleep are pervasive during adolescence (Carskadon, 2011; Dahl and Lewin, 2002) and relate to impairments in cognitive regulation and increases in health compromising behaviors such as substance use (Hasler et al., 2012; Kenney et al., 2012; McKnight-Eily et al., 2011; O’Brien and Mindell, 2005). It is therefore important to understand the effects of sleep on risk taking and brain function during this developmental window in order to better understand the underlying mechanisms that may push adolescents towards suboptimal decisions. Our findings suggest that the normative imbalance between affective and cognitive control systems may be exaggerated by poor sleep, such that adolescents show less DLPFC activation during cognitive control, greater insula activation during reward processing, and reduced functional coupling between the DLPFC and affective regions. Each of these neural activations was paralleled by poorer self-reported decision making skills and greater risk taking and reward sensitivity. Thus, adolescents with poorer sleep quality may have both a greater orientation towards risk and compromised decision making abilities.

Behaviorally, we found that poorer sleep quality was associated with more apathy and less self-esteem when making decisions as well as marginally slower reaction time during go trials on the GNG. These associations suggest that adolescents with poorer sleep may be more apathetic, less confident, and take less care during decision making thus demonstrating lower motivation to engage in the cognitive control task. Although we did not find differences in false alarm rates as a function of sleep, this may be due to adolescents with poorer sleep taking more time on go trials and thus having to inhibit less on the no-go trials. In addition, we found that poor sleep quality was associated with greater self-reported likelihood of engaging in risk taking, greater positive consequences for risky behaviors, and riskier behavior on the BART. These behavioral findings suggest that adolescents who obtain poorer quality sleep are more oriented towards risks, which may account for their riskier behavior.

**Table 2**

Mediating poor sleep quality and insula activation with DLPFC activation.

<table>
<thead>
<tr>
<th>Total effect</th>
<th>Direct effect (C')</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>SE</td>
</tr>
<tr>
<td>.14**</td>
<td>.05</td>
</tr>
</tbody>
</table>

All analyses control for gender and age. B refers to the unstandardized coefficient. C refers to total effect of sleep quality on insula activation. C' refers to the direct effect of sleep quality on insula activation, with DLPFC in the model. Indirect effect refers to the effects of sleep quality on insula activation through DLPFC activation. Z refers to the test of the statistical significance of the indirect effect, and the percentage of total effect refers to the proportion of the total effect that was accounted for by the indirect effect. 95% CI represents the asymmetric confidence interval based on the distribution of the product calculated using PRODCLIN.

* $p < .05$.

** $p < .01$.

*** $p < .001$.

greater pumps on the BART ($\beta = -0.36, p < .05$), greater reported likelihood of engaging in risk taking ($\beta = -0.37, p < .05$), and more decision making complacency ($\beta = -0.29, p = .05$).

**Fig. 5.** (a) the seed region was defined as a 6 mm sphere centered in the DLPFC from the cluster that correlated with sleep quality during the GNG. (b) Psychophysiological interaction analyses reveal less functional coupling between the DLPFC and neural regions for adolescents with poorer sleep quality. (c) Percent signal change in the insula and ventral striatum that showed decreased functional coupling with the DLPFC that correlated negatively with sleep quality. Note, greater values on the x-axis represent poorer sleep quality. Note. Right=left. Scatterplots are provided for descriptive purposes. All reported statistics are obtained from independent tests in FSL regressing sleep on brain activation.
At the neural level, poorer sleep quality was related to dampened activation in the DLPFC during response inhibition. The lateral PFC is involved in cognitive control, goal directed behavior, and impulse control, and is one of the last brain regions to develop both structurally and functionally (Gogtay et al., 2004). Prior work has found that adults recruit the lateral PFC to a greater extent than adolescents during risk taking (Chein et al., 2011; Eshel et al., 2007), and children show decreased activation in the lateral PFC compared to adults when matched on performance during a cognitive control task (Bunge et al., 2002). Therefore, dampened DLPFC activation following poor sleep may be indicative of the relatively immature use of this region. In addition, researchers have recently suggested that rather than being immature during adolescence, cognitive control capacities may be highly flexible and depend on the social and motivational context (Crone and Dahl, 2012). Thus, adolescents with poorer sleep quality may demonstrate decreased motivation to engage in cognitive control and therefore recruit the DLPFC to a lesser extent during cognitive control. Indeed, adolescents with poorer sleep were marginally slower to react on go trials during the cognitive control task despite instructions to press the button as fast as they can. Moreover, the dampened DLPFC activation during response inhibition was associated with greater decision-making complacency (i.e., more apathy and less care in decision-making) and less decision making vigilance (i.e., not taking care when making decisions), suggesting that the dampened DLPFC response may represent a decreased motivation to put effort into decisions.

During risk taking, adolescents who reported poorer sleep quality showed greater activation in the insula during cash out trials as the reward increased, findings that are consistent with research on sleep deprived adults who show hyperactivation in the insula when processing positive stimuli (Gujar et al., 2011). Given that we performed a parametric analysis examining how the brain responds to increasing monetary rewards, the insula appears to be tracking the amount of reward during the BART. Indeed, the insula is a brain region involved in tracking risk in the environment (Singer et al., 2009) and has shown heightened activation among adults during the BART (Schonberg et al., 2012). Moreover, the insula integrates emotional information to and from limbic and cortical areas and is involved in the representation of interoceptive responses to emotionally salient and rewarding stimuli, such as drug craving, urgency, and impulsivity (Bonson et al., 2002; Naqvi and Bechara, 2009; Villafuerte et al., 2011). The insula also plays a role in reactivity to and encoding of positive stimuli, supporting motivated behaviors (Camara et al., 2008; Gujar et al., 2011). Together, these data highlight the role of the insula in craving and reward processing. Indeed, we found that the insula response was associated with the increased likelihood of engaging in risk taking, greater positive consequences for risk taking, and riskier behavior on the BART. Thus, sleep may increase the relative salience of rewards pushing adolescents towards riskier behavior.

Interestingly, we did not find that sleep quality was associated with ventral striatum activation during reward processing even though studies of sleep deprived adults have shown increased striatal reactivity during reward receipt or when observing pleasant images (Gujar et al., 2011; Venkatraman et al., 2007, 2011), and studies of adolescents have shown irregular sleep to relate to reduced striatal activation in anticipation of rewards (Hasler et al., 2012; Holm et al., 2009). Instead, we found that poor sleep among our adolescent sample was associated with decreased functional coupling between the ventral striatum and the DLPFC. Therefore, adolescents showed similar levels of ventral striatum activation when receiving monetary rewards, but those with poorer sleep quality were evidencing less coupling with the DLPFC, a neural region involved in cognitive control. These findings are consistent with adult work showing that sleep deprivation is related to reduced functional connectivity between affective and regulatory regions (Gujar et al., 2011; Yoo et al., 2007). Thus, trials resulting in greater rewards and heightened striatal reactivity are associated with less PFC activation in adolescents with poorer sleep. Poor sleep quality was also associated with reduced functional coupling between the DLPFC and the insula. This reduced PFC coupling may result in an inability to refrain from riskier behavior during high reward trials. Indeed, we found that the extent of decreased coupling between the DLPFC and the insula and ventral striatum were paralleled by increased risk taking behavior and poorer decision making skills. Thus, adolescents with poorer sleep may engage in more risk taking because of a failure of prefrontal, top-down regulation during affective arousal. These findings are consistent with the dual system model of neural development, which suggests that risk taking arises, in part, due to a cortical–subcortical imbalance, in which a relatively immature PFC is less effective at regulating a sensitive and more rapidly developing ventral striatum (Somerville et al., 2010; Steinberg, 2010).

Our findings suggest that sleep is associated with greater arousal to rewards and a potential lack of motivation to engage in cognitive control. The interaction between poor sleep, heightened arousal, and dampened cognitive control may create a negative spiral of events whereby sleep increases arousal and decreases regulation which then pushes adolescents towards more arousing stimuli and thereby are less likely to obtain sleep at night. Our study cannot delineate the direction of the effects. Perhaps adolescents who already have an exacerbated neural imbalance obtain poor sleep because they are more oriented towards rewards and less likely to engage in cognitive control and therefore stay up late to engage in late-night arousing and rewarding activities. Future research should use experimental designs and longitudinal data to determine whether sleep itself heightens neural sensitivity to risk taking or whether those who are more sensitive to risk taking obtain poorer sleep. In addition, future research should examine how sleep impacts risk-related behavior and neural functioning across development. We cannot be certain that our findings are specific to adolescence, or whether similar effects would be found at other developmental periods. There is some initial evidence that sleep and reward-related brain function differ in early versus late pubertal adolescents (Hasler et al., 2012). Therefore, longitudinal research that maps changes in sleep and risk taking is essential.

It is striking that normative levels of poor sleep quality among a healthy sample of adolescents are related to risk-related behavior and brain function. This highlights how impactful sleep can be during adolescence and how likely it is that sleep affects a large population of adolescents. Most prior work has examined more extreme levels of sleep problems by using sleep deprivation in a sleep lab or by examining sleep disorders (Beebe et al., 2009; Dagsys et al., 2012). Altered brain function following high levels of sleep deprivation or among adolescents with sleep disorders may not translate to less extreme forms of sleep problems. Because insufficient sleep is so pervasive during adolescence, it is important to capture variability along this normative continuum. Our findings underscore how important sleep is during adolescence, and that even relatively small, normative levels of poor sleep can disrupt brain function and make adolescents even more vulnerable to suboptimal decision making.
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